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Abstract
Traffic flow forecasting constitutes a crucial component of intelligent transportation systems (ITSs). Numerous studies have been conducted for
traffic  flow  forecasting  during  the  past  decades.  However,  most  existing  studies  have  concentrated  on  developing  advanced  algorithms  or
models to attain state-of-the-art forecasting accuracy. For real-world ITS applications, the interpretability of the developed models is extremely
important but has largely been ignored. This study presents an interpretable traffic flow forecasting framework based on popular tree-ensemble
algorithms. The framework comprises multiple key components integrated into a highly flexible and customizable multi-stage pipeline, enabling
the seamless incorporation of various algorithms and tools. To evaluate the effectiveness of the framework, the developed tree-ensemble models
and another three typical categories of baseline models, including statistical time series, shallow learning, and deep learning, were compared on
three  datasets  collected  from  different  types  of  roads  (i.e.,  arterial,  expressway,  and  freeway).  Further,  the  study  delves  into  an  in-depth
interpretability  analysis  of  the  most  competitive  tree-ensemble  models  using  six  categories  of  interpretable  machine  learning  methods.
Experimental results highlight the potential  of the proposed framework. The tree-ensemble models developed within this framework achieve
competitive accuracy while maintaining high inference efficiency similar to statistical time series and shallow learning models. Meanwhile, these
tree-ensemble models offer interpretability from multiple perspectives via interpretable machine-learning techniques. The proposed framework
is anticipated to provide reliable and trustworthy decision support across various ITS applications.
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Introduction

Intelligent  transportation  systems  (ITSs)  aim  to  promote
service levels of various traffic facilities, mitigate traffic conges-
tion,  and  reduce  traffic  accidents.  As  a  crucial  component  of
ITSs,  traffic  flow  forecasting  refers  to  mining  underlying
patterns  from  collected  traffic  flow  measurements  and  using
these  patterns  to  infer  future  traffic  conditions.  Accurate,  effi-
cient,  and  trustworthy  traffic  flow  forecasting  can  not  only
assist travelers in making reliable travel decisions but also help
develop reliable proactive traffic management policies[1,2].

Traffic  flow  forecasting  has  been  a  hot  research  topic  over
the past few decades. In the early stages, statistical time series
methods  were  prevalent  since  they  can  effectively  mine  and
utilize the autocorrelation underlying historical traffic flow data
to  produce  future  forecasts[3].  These  methods  are  based  on
solid  statistical  theory  and  are  easy  to  understand.  However,
due  to  the  linear  assumptions  and  limited  long-term  forecast-
ing capabilities, they struggle to capture the nonlinear patterns
in traffic flow time series and hence lack sufficient accuracy and
flexibility in congested situations. To overcome the above limi-
tations, traditional machine learning methods were introduced
to  establish  traffic  flow  forecasting  models[4].  These  methods
mainly employed shallow machine learning algorithms to learn
complex correlations in traffic flow data and to further enhance
their  generalization  ability.  Nevertheless,  due  to  the

insufficient  capability  in  handling  large-scale  data,  it  is  often
hard  to  achieve  more  significant  performance  using  these
methods than statistical  time series  methods.  With the advent
of the big data era, deep learning methods emerged as favored
solutions in traffic flow forecasting[5]. These methods can auto-
matically extract representative features and complex patterns
from  massive  datasets  using  an  'end-to-end'  and  'deep'
machine  learning  paradigm,  demonstrating  superior  perfor-
mance in modeling extensive and high-dimensional traffic flow
data.  It  should  be  noted  that  deep  learning  methods  typically
aim to train complex models with a vast number of parameters
and  have  often  been  criticized  for  their  high  computational
cost and poor interpretability[6].

It  can  be  seen  from  the  above  analysis  that  most  existing
studies  focused  on  developing  cutting-edge  algorithms  or
models to achieve state-of-the-art forecasting accuracy. Admit-
tedly,  accuracy is  an extremely important  metric  in  traffic  flow
forecasting.  However,  in  real-life  ITS  applications,  model  accu-
racy  alone  is  not  sufficient.  In  practice,  when  forecasting
models  are  deployed,  it  is  inevitable  that  forecasting  failures
will  occur  during  long-term  operations.  To  ensure  that  failed
models  can  recover  quickly,  traffic  operators  need  to  rapidly
identify  the  cause  of  the  failures  and  implement  appropriate
solutions  based  on  this  understanding.  Consequently,
interpretability  plays  a  key  role  in  traffic  flow  forecasting  and
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should  be  treated  as  a  crucial  indicator  when  building  such
models.  Additionally,  to  ensure  timely  model  training  and
response,  simple  model  tuning  strategies  and  high  inference
efficiency are also necessary.

In  the  domain  of  machine  learning,  besides  deep  learning,
ensemble  learning  is  another  powerful  technique  that  can
significantly enhance forecasting performance. Ensemble learn-
ing is an effective paradigm that improves model performance
by  combining  multiple  individual  models[7,8].  Recent
studies[9,10] have  shown  that  ensemble  learning  methods  can
even  outperform  deep  learning  methods  on  specific  tabular
data.  However,  compared  to  deep  learning,  there  is  limited
research on using ensemble learning for traffic flow forecasting,
and  its  potential  has  not  been  fully  explored.  It  is  also  impor-
tant  to  note  that  while  ensemble  learning  can  improve  the
generalization ability of the overall model by combining multi-
ple  base  models,  its  interpretability  is  often  weakened  due  to
the aggregated reasoning process involving thousands of deci-
sion rules[11].

In  this  study,  the  aim  is  to  develop  an  interpretable  traffic
flow  forecasting  framework  based  on  ensemble  learning  and
interpretable  machine  learning,  where  tree-ensemble  algo-
rithms are used to build forecasting models with strong gener-
alization ability, while interpretable machine learning methods
are  employed  to  offer  comprehensive  model  interpretability
from  multiple  perspectives.  To  thoroughly  explain  the  deve-
loped models, six categories of interpretable machine learning
methods  are  employed,  and  interpretability  analyses  are
conducted from both local and global perspectives. The consis-
tency between daily traffic phenomena and the interpretability
results,  as  well  as  the  consistency  among  interpretations  from
different  methods  within  the  same  category  are  examined
across  various  scenarios  using  different  traffic  flow  datasets.
The forecasting models developed within this framework were
compared  with  statistical  time  series  models,  shallow  learning
models, and deep learning models, demonstrating their poten-
tial in terms of accuracy, inference efficiency, and interpretabil-
ity.  In  addition,  the  components  of  this  framework  can  be
tailored  with  various  algorithms  and  tools,  making  it  flexible
and  customizable  for  different  application  scenarios.  The
framework  therefore  offers  a  valuable  alternative  for  develop-
ing  reliable  and  trustworthy  traffic  flow  forecasting  compo-
nents in ITS applications. 

Literature review
 

Traffic flow forecasting
Traffic  flow  forecasting  has  been  a  hot  topic  over  the  past

few decades. Early studies tried to develop traffic flow forecast-
ing  models  using  statistical  time  series  methods,  such  as
ARIMA[12],  SARIMA[13],  and  various  variants[14,15].  Most  of  these
time  series  models  are  linear,  and  they  have  two  main  issues.
The  first  one  is  that  these  models  often  require  some  prior
assumptions  that  are  difficult  to  meet  in  practice.  The other  is
that  they  struggle  to  capture  nonlinear  patterns  underlying in
traffic flow series. As a result, they are only able to produce reli-
able forecasts in stable traffic conditions.

To  overcome the  above drawbacks,  researchers  tried  to  use
machine  learning  algorithms  to  build  traffic  flow  forecasting
models,  given  these  algorithms  show  a  brilliant  ability  to
extract  nonlinear,  complicated  traffic  patterns.  Machine

learning  is  a  popular  branch  of  artificial  intelligence  (AI),  and
has been widely used in various transportation fields[16−18].  For
traffic  flow  forecasting,  typical  machine  learning  algorithms
utilized include k-nearest neighbors[19], support vector machine
(SVM)[20],  and  neural  networks[21].  Traffic  flow  forecasting
models using machine learning algorithms can obtain satisfac-
tory accuracy without requiring prior assumptions[22].

The  above  studies  focused  on  building  a  single  forecasting
model  cannot  exhibit  an  absolute  advantage  over  various
conditions  resulting  from  complicated  travel  behaviors  with
irregular,  stochastic  characteristics[23].  To  further  promote
model  accuracy,  a  few  efforts  have  been  made  to  improve
single models by using ensemble learning techniques, a power-
ful  machine learning technique that can enhance model accu-
racy  and robustness  by  complimentarily  leveraging the power
of  a  set  of  single  models.  Wang  et  al.[24] proposed  a  Bayesian
combination  method  to  enhance  the  accuracy  of  the  devel-
oped  traffic  flow  forecasting  model,  where  the  credit  of  each
component  predictor  is  determined  by  the  prediction  perfor-
mance  for  a  few  intervals  rather  than  for  all  intervals.  Hou  et
al.[25] showed  that  random  forest  can  be  used  to  establish  a
more accurate traffic  flow forecasting model for  planned work
zone events. Along this line of work, Ou et al.[26] developed an
enhanced  traffic  flow  forecasting  model  based  on  bias-
corrected  random  forests  and  a  data-driven  feature  selection
strategy.  Dong  et  al.[27] utilized  the  wavelets  decomposition
technique and extreme gradient boosting (XGBoost) algorithm
to  construct  the  traffic  flow  forecasting  model  and  demon-
strated its superior performance compared with the SVM-based
model.  Weng  et  al.[28] developed  a  novel  traffic  forecasting
model  based  on  XGBoost  and  a  set  of  influencing  factors  to
predict  urban  traffic  operations,  aiding  in  the  design  of  effec-
tive  strategies  to  alleviate  traffic  congestion.  Lu  et  al.[29]

improved  the  model  proposed  by  Ou  et  al.[26] using  a  multi-
regime modeling strategy.

The  advancement  of  traffic  detection  techniques  facilitates
the collection process of traffic big data for traffic flow forecast-
ing.  Meanwhile,  parallel  computing  techniques  offer  powerful
computing power for big data mining. On this basis, a variety of
deep learning models have been proposed for various applica-
tions. The success of deep learning lies in its 'end-to-end' learn-
ing paradigm and representation of learning ability that can be
utilized  to  extract  hierarchical,  complicated  features  and
nonlinear  patterns[5].  As  a  result,  deep  learning  is  applied  to  a
variety of traffic flow forecasting tasks, including segment-wide
forecasting  and  network-wide  forecasting.  Typical  deep  learn-
ing  algorithms  used  in  traffic  flow  forecasting  include  Deep
Neural  Network  (DNN)[30],  Convolutional  Neural  Network
(CNN)[31], Recurrent Neural Network (RNN)[32], Graph Neural Net-
work  (GNN)[33−35],  Attention-based  Neural  Network  (A-NN)[36],
and  Generative  Adversarial  Network  (GAN)[37,38].  The  deep
learning-based  models  can  provide  accurate  forecasts  when
massive data is available. However, it  is usually challenging for
these models to obtain competitive performance when the size
of  the  collected  data  is  limited,  while  training  deep  learning
models  commonly  need  a  high  computational  time  and
elegant  hyper-parameter  adjustment[39].  In  addition,  the  deci-
sion-making  process  of  the  models  is  often  established  as  a
'black-box' and hence leads to insufficient interpretability[40]. 

Interpretable traffic prediction
As  deep  learning  and  ensemble  learning  are  the  two  most

powerful  techniques  in  traffic  prediction,  the  interpretability
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problem  associated  with  them  deserves  more  attention  in
order  to  produce  accurate  and  convincible  forecasts  for  wide
ITS  applications.  In  the  following  section,  the  focus  is  on  the
existing  studies  on  interpretable  traffic  prediction  based  on
deep learning and ensemble learning.

Generally,  deep learning models are built upon hundreds or
even thousands of  layers  of  neural  networks.  As  the layers  are
interconnected  with  various  linear  and  nonlinear  transforma-
tions,  the  physical  meanings  of  mappings  from  inputs  to  out-
puts for these models are unclear or difficult to understand[40].
As  a  result,  a  few  studies  tried  to  explore  interpretable  deep
learning models in traffic prediction. Wang et al.[41] proposed a
path-based  deep  learning  framework  for  network-wide  traffic
speed  prediction,  where  critical  paths  in  the  network  are  first
identified  and  then  utilized  to  reveal  spatiotemporal  feature
interpretations  by  visualization  and  qualitative  analysis.  Wang
et  al.[42] developed  a  deep  polynomial  neural  network  com-
bined  with  a  seasonal  autoregressive  integrated  moving  aver-
age  model  for  short-term  traffic  flow  forecasting.  To  improve
model  interpretability,  the  causality  between  historical  spatio-
temporal  information  and  future  traffic  conditions  is  explicitly
captured  with  a  polynomial.  Li  et  al.[43] combined  long  short-
term  memory  neural  network  and  fuzzy  system  to  develop  a
traffic  volume  prediction  model,  where  the  interpretability  is
enhanced  by  controlling  the  information  flow  with  motiva-
tional  factors.  Wang et al.[44] and Qin et al.[45] introduced fuzzy
cognitive  maps  to  promote  the  interpretability  of  deep  traffic
prediction models. Ji et al.[46] proposed a physics-guided traffic
flow  forecasting  model,  where  a  differential  equation  to
describe  the  physical  mechanism  of  traffic  potential  energy
fields  is  established  to  introduce  interpretability  for  the  deep
learning  model.  Given  that  GNN  has  great  accuracy  in
spatiotemporal  traffic  prediction  but  exhibits  an  inability  to
explain  the  developed  models,  García-Sigüenza  et  al.[47] and
Tygesen  et  al.[48] increased  the  transparency  of  the  graph
models with post hoc interpretability techniques.

There  are  several  recent  studies  exploring  the  interpretabil-
ity  of  traffic  prediction  models  based  on  ensemble  learning.
Yang  et  al.[49] developed  a  short-term  traffic  flow  forecasting
model  based  on  GBDT  and  showed  that  the  ensemble  tree
model  can  achieve  good  interpretability  and  high  accuracy.
Chikaraishi  et  al.[50] compared  ensemble  models  with  deep
learning  models  for  short-term  traffic  prediction  during  disas-
ter  and  concluded  that  the  ensemble  models  produce  more
accurate results but less interpretability than the deep learning
models.  Zou  et  al.[51] applied  XGBoost  to  bus  passenger  flow
prediction.  In  their  study,  the  feature  importance  score  was
selected as the interpretability criterion. Fan et al.[52] developed
an interpretable machine learning model based on XGBoost to
capture  the  complex  interactions  of  urban  variables  and  the
main  interaction  effects  on  socio-economic  statuses.  Chen
et al.[53] established an interpretable model for tunnel geother-
mal  disaster  susceptibility  evaluations  based  on  ensemble
learning and three interpretation methods, including permuta-
tion  importance  (PI),  partial  dependence  plots  (PDP),  and  the
local  interpretable  model-agnostic  explanations  algorithm
(LIME).  Overall,  these  studies  focus  on  using  feature  impor-
tance measures for model interpretability. 

Summary
Most  existing  studies  focused  on  developing  cutting-edge

algorithms  or  models  to  achieve  state-of-the-art  forecasting
accuracy. However, in real-life ITS applications, model accuracy

alone is not sufficient. To help traffic operators quickly identify
the  cause  of  model  failures  and  implement  appropriate  solu-
tions,  the  interpretability  of  traffic  flow  forecasting  models
must be carefully considered and demonstrated.

In the past  decade,  deep learning has been regarded as the
most  popular  technique  in  traffic  flow  forecasting.  Compared
to  deep  learning,  ensemble  learning  can  also  significantly
enhance forecasting performance and therefore deserves more
attention.  Zhou  &  Feng[39] argued  that  ensemble  learning  can
be competitive with deep learning because of its excellent abil-
ity  to  well  balance  among  data  size,  model  performance  (e.g.,
accuracy,  robustness),  and  model  training  costs.  Gorishniy  et
al.[54] comprehensively  compared  deep  learning  models  with
ensemble  learning  models  and  discovered  that  there  is  no
universally  superior  solution.  Furthermore,  a  few  recent
studies[9,10] proved  that  tree-ensemble  models  regularly  out-
perform  deep  neural  network  models  when  handling  tabular
data.  Pavlyuk[55] and  Manibardo  et  al.[56] indicated  that  deep
learning  is  not  always  the  best  answer  for  many  traffic  pre-
diction tasks.

From  the  above  analysis,  it  can  be  seen  that  tree-ensemble
models  can  be  an  excellent  choice  for  many  traffic  prediction
tasks.  It  is  also  noteworthy  that  such  models  are  usually
composed of a large number of individual trees, meaning their
reasoning  process  involves  thousands  of  decision  rules.  As  a
result,  gaining a  full  understanding of  these models  by simply
examining  each  tree  is  infeasible.  Although  there  have  been
recent efforts  to enhance the interpretability  of  tree-ensemble
models,  they  primarily  used  simple  feature  importance
measures to explain the models, and cannot provide a compre-
hensive  view  of  model  behaviors  or  build  sufficient  trust  for
decision-makers.

To  bridge  the  above  gaps,  the  aim  is  to  develop  an  inter-
pretable traffic flow forecasting framework based on ensemble
learning,  and  interpretable  machine  learning.  Each  core  com-
ponent  of  this  framework  is  carefully  designed  to  develop
traffic flow forecasting models with competitive accuracy, high
inference efficiency, and comprehensive interpretability. 

Methodology
 

Framework for interpretable traffic flow
forecasting

Figure  1 provides  the  proposed  interpretable  traffic  flow
forecasting  framework.  The  framework  consists  of  seven  key
components, each of which is integrated into a comprehensive
pipeline.  In  the  following  subsections,  the  details  of  feature
extraction, feature selection, forecasting modeling, bias correc-
tion, and interpretability modeling will be illustrated. 

Feature extraction from traffic flow data
Extracting  representative  features  from  raw  data  is  a  crucial

step  in  feature  engineering  for  machine  learning.  Road  traffic
flows  are  influenced  by  various  factors  and  typically  exhibit
distinctive  characteristics  and  patterns.  To  capture  these  char-
acteristics  and  patterns  in  traffic  flow  forecasting  models,  it  is
necessary  to  extract  meaningful  features.  Recent  studies[57−59]

have  demonstrated  that  spatiotemporal  relationships  are  vital
for  accurate  traffic  flow  forecasting.  Therefore,  incorporating
spatiotemporal  relationships  into  feature  extraction  is  critical.
According  to  Ma  et  al.[15],  four  categories  of  features  were
manually  extracted  from  collected  traffic  flow  data,  including
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temporal  lagged  features,  seasonality  features,  interaction
features,  and  spatial  lagged  features.  These  extracted  features
were then used as  input  for  the forecasting modeling compo-
nent of the proposed framework and are described as follows. 

Temporal lagged features
Temporal  correlations  underlying  traffic  flow  data  can  be

characterized by time-lagged features. The larger the lag order
is,  the  more  the  lagged  features  are  extracted.  While  more
lagged features  may yield higher  model  accuracy,  the compu-
tation time for model training and inference can also increase. 

Seasonality features
Traffic  flow  series  commonly  exhibits  typical  seasonal

patterns.  That  is,  the collected data may follow a daily  cycle,  a
monthly  cycle,  or  even  an  annual  cycle.  To  capture  the  multi-
seasonality,  four seasonality features were extracted, including
MinuteOfHour, HourOfDay, DayOfWeek, WeekOfMonth.  Note
that when massive data across years is available, other season-
ality features such as MonthOfYear could also be extracted. 

Interaction features
The fundamental diagram in traffic flow theory establishes a

quantitative  relationship  among  traffic  volume,  speed,  and
density.  This  relationship  defines  the  dynamic  interactions
between traffic variables and can be leveraged to improve fore-
casting performance. Given this, the time-lagged features were

extracted from multivariate traffic flow series as the interaction
features. For example, the lagged occupancy or speed features
could be extracted and used in forecasting traffic volume. 

Spatial lagged features
In addition to temporal correlations, spatial correlations also

exist in traffic flow data. For example, the upstream traffic flow
at a specific location is  likely to be affected by its downstream
traffic.  As  a  result,  these  spatial  correlations  are  captured  by
extracting  the  temporal  lagged  features  of  multivariate  traffic
flow  series  at  its  neighboring  sites,  e.g.,  the  upstream  lagged
volume  features,  the  upstream  lagged  speed  features,  or  the
upstream lagged occupancy features, and so forth.

Other features that could be extracted include time-window
statistical  features,  weather  features,  and  road  geometric
features (e.g., the number of lanes, lane width, and road grade).
When  more  useful  features  are  available,  the  model  perfor-
mance  could  be  further  strengthened.  Note  that  in  this  study,
physically meaningful features are manually extracted. In prac-
tice,  automatic  feature  extraction  strategies[39]could  be
employed  to  further  enhance  the  diversity  of  the  extracted
features. 

Feature selection for traffic flow forecasting
The  extracted  features  described  above  may  not  contribute

to  the  forecasts  equally.  Selecting  proper  features  is  therefore

 

Fig. 1    The proposed interpretable traffic flow forecasting framework.
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an  essential  step  before  forecasting  modeling[26].  Reliable
feature selection can not only improve model performance but
also enhance model efficiency. In this study, a simple empirical
threshold  strategy  is  developed  to  select  proper  features.  The
feature set composed of the selected features, F is determined
by Eqn (1).

F =
{

x j
∣∣∣φ(x j) > θ, 1 ⩽ j ⩽ ME

}
(1)

φ(x j)
θ

In the above equation, xj is the j-th extracted feature,  is
the  feature  importance  of  the j-th  feature,  is  the  setting
threshold of the feature importance, and ME is the total number
of  the  extracted  features.  Note  that  a  few  advanced  feature
selection  strategies  could  be  incorporated  to  seek  better
features. 

Traffic flow forecasting modeling
In  the  following  subsections,  how  to  establish  traffic  flow

forecasting  models  based  on  a  single  regression  tree  is
described  and  the  procedure  of  constructing  ensemble  fore-
casting  models  by  combining  multiple  regression  trees  is
further elaborated. 

Forecasting with a single regression tree

xi ∈ RMF

yi ∈ R
n

Given the training data set Dtrain = {(x1, y1), (x2, y2), ..., (xi, yi), ...,
(xn, yn)}  with MF selected  features  from F,  where  and

 are the predicted feature vector  and its  associated fore-
cast (target) of the i-th (1 ≤ i ≤ n) instance (data record), and  is
the  number  of  instances  in Dtrain,  the  modeling  procedure  of
the traffic flow forecasting with a single regression tree consists
of the following four steps.

Step 1: Split Dtrain with the most  informative feature and its
splitting  value.  The  most  informative  feature  and  its  splitting
value  is  defined  as  the  splitting  point,  which  can  be  deter-
mined  by  using  an  impurity  metric  to  quantify  its  informative
degree:

(m, s) =min
m,s

minC1

∑
xi∈R1(m,s)

(yi−C1)2+min
C2

∑
xi∈R2(m,s)

(yi−C2)2

 (2)

where, m and s are  the  index  and  value  of  the  splitting  feature.
Not that the original feature space of Dtrain is segmented into two
different subspaces R1 and R2 using the splitting point, and C1, C2

are the corresponding forecast average of the instances in R1 and
R2, respectively.

Step 2: Based on the split results, we can compute the fore-
casts for each branch of the tree using Eqns (3) and (4).

R1 (m, s) = {x|x ⩽ s} , R2 (m, s) = {x|x > s} (3)

fr =
1
Nr

∑
x∈Rr(m,s)

yi , x ∈ Rr , r = 1,2 (4)

In  the  above  equations, R1 and R2 are  the  obtained
subspaces, fr is the forecast of the r-th branch.

Step 3: Repeat Step 1 and Step 2 until the stopping criterion
(e.g.,  the  maximum tree  depth or  the  minimum instances  at  a
leaf node meets the current condition) is reached.

Step 4: Based on the finally obtained subspace set {R1, R2, ...,
Rk}, the forecasting model can be established as:

Tree (x) =
K∑

k=1

fkI (x,Rk) , (5)

x ∈ Rk

where, K is the number of leaves of the tree, Rk is the segmented
k-th  feature  subspace, fk is  the  forecast  associated  with Rk and
I(x, Rk)  is  an  indicator  function,  where  returns  1  if  and  0,
otherwise. 

Forecasting based on ensemble regression trees
Given the training data set Dtrain = {(x1, y1), (x2, y2), ..., (xi, yi), ...,

(xn, yn)},  the  developing  process  of  the  traffic  flow  forecasting
model with ensemble regression trees is as follows:

Step 1: Build base forecasting models using a certain tree
construction strategy

Two typical kinds of strategies can be used to construct base
forecasting models, including sequential and parallel strategies.
The  sequential  strategy  tries  to  construct  each  base  tree  by
considering  the  training  error  of  its  previous  tree.  In  other
words,  there is  a strong dependency relationship between the
generated base trees. In contrast, the parallel strategy refers to
constructing base trees independent of each other.

Note that no matter which kind of strategy is used, the train-
ing process of the base trees is the same as that of a single tree
defined  above.  The  main  difference  lies  in  that  the  base  trees
are  trained  with  a  new  training  data  set Dgen,  while  the  single
tree directly used for traffic flow forecasting is constructed with
a complete training data set Dgen. Dtrain canbe generated using
some  random  sampling  techniques.  Generally,  we  can
randomly sample instances or feature sets to obtain Dgen.

In  this  study,  five  popular  tree-ensemble algorithms,  includ-
ing  RF,  EF,  GBDT,  XGBoost,  and  LightGBM,  are  introduced  to
build  traffic  flow  forecasting  models.  Among  them,  the  first
three algorithms use the sequential tree construction strategy,
while the other two algorithms adopt the parallel tree construc-
tion strategy.

Step  2:  Build  the  ensemble  forecasting  model  with  a
certain combination strategy

{Treet (x)}Tt=1Given T base  tree  models ,  the  tree-ensemble
model  for  traffic  flow forecasting can be established using the
following combination strategy:

f̂ (x) =
T∑

t=1

αtTreet (x) (6)

f̂ (x)
In the above equation, αt is  the weight of the t-th base tree,

 is  the  traffic  flow  forecasting  model  based  on  ensemble
trees. The weight of each tree model can be determined using
different strategies in different ensemble algorithms. For exam-
ple,  GBDT determines  the  weight  as  the  training error  of  each
base tree, while the weight is treated as 1/T in RF. 

Forecasting performance improvement via bias
correction

x

Bias  correction  is  an  effective  strategy  for  improving  the
performance  of  tree-ensemble  models[26,29].  The  output  of  the
developed model by Eqn (6) is essentially the forecasted mean.
By  subtracting  the  forecasted  mean  from  the  actual  target
values  in  the  training  datasets,  the  forecasting  biases  can  be
obtained,  which  can  be  further  harnessed  to  train  a  bias  fore-
casting model. For the given instance , the output of the bias-
corrected  model  is  defined  as  the  sum  of  the  output  of  the
mean forecasting model and the output of the bias forecasting
model, as depicted by Eqn (7):

f̂ ′ (x) = f̂ (x)+ f̃ (x) (7)
 

Explaining tree-ensemble models via
interpretable machine learning

Interpretable  machine  learning  has  garnered  extensive
attention in  recent  years.  A  variety  of  interpretability  methods
have  been  proposed  to  effectively  explain  various  machine
learning  algorithms[6].  In  this  study,  six  categories  of
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interpretable  machine  learning  methods  are  introduced  to
provide  a  comprehensive  explanation  of  the  developed  tree-
ensemble models, covering both local and global perspectives.
The  local  interpretability  methods  aim  to  answer  why  did  the
model  make  a  certain  prediction  for  a  particular  instance.  In
contrast, the global interpretability methods describe the aver-
age behavior of the developed model and explain model deci-
sions  by  analyzing  conditional  interactions  between  features
and forecasts on the whole dataset. 

Local interpretability methods 

Method A: Decision Paths
For a specific prediction from a regression tree, there exists a

decision path from the root node to the leaf node. The decision
path consists  of  a  series of  decisions guarded by a set  of  deci-
sion  features.  For  a  given  instance xi,  we  can  quantify  the
contribution of  each feature  to  the  final  prediction made by  a
tree  model Treet(xi)  by  building  a  decision  path  described  by
Eqn  (8).  Further,  the  final  prediction  from  a  tree-ensemble
model  can  be  decomposed  to  the  predictions  from  multiple
regression  trees  and  described  with  an  aggregated  decision
path, as shown in Eqn (9).

Treet (xi) = ct +

MF∑
j=1

ξt (xi, j) (8)

f̂ (xi) =
1
T

T∑
t=1

Treet (xi) =
1
T

T∑
t=1

ct +

MF∑
j=1

 1
T

T∑
t=1

ξt(xi, j)

 (9)

ξt (x, j)

ξt (x, j)

In the above equations, ct is the bias and equals the value at
the root node of the t-th tree (i.e., the mean value of the targets
in the training data used by the t-th tree),  is the contri-
bution  from  the j-th  feature  in  the  feature  vector x associated
with  the t-th  tree.  We  can  estimate  as  the  prediction
difference before and after splitting with the j-th feature along
the decision path made by the t-th tree. According to the right
part of Eqn (9), the importance of each feature when making a
prediction with the feature vector x can be easily quantified. 

Method B: Individual Conditional Expectation (ICE)
The  method  explains  the  model  by  using  an  ICE  plot  which

depicts how the prediction of an individual instance changes as
the interested feature value changes. ICE quantifies the depen-
dence  of  the  prediction  on  the  interested  feature  for  each
instance.  The  dependence  is  estimated  by  keeping  all  other
features  the  same,  creating  variants  of  the  instance  by  replac-
ing  the  interested  feature's  value  with  values  from  a  grid,  and
making  predictions  with  the  trained  model  for  these  newly
created  instances.  The  result  is  a  set  of  points  for  an  instance
with the interested feature value from the grid and the associ-
ated predictions.

xi =
(
xG

i , x
C
i

)
xG

i xC
i

f̂

Formally,  given  an  instance ,  where  and 

are the interested and the other features used in the traffic flow
forecasting model , the ICE can be estimated based on partial
dependence function:

f̂
(
XG
)
= EXC

(
f̂
(
XG,XC

))
=

w
f̂
(
XG,XC

)
dP
(
XC
)
, (10)

f̂
xG

i

f̂G xG
i

xC
i

where, XG represents  the  features  to  be  explained  and XC

represents  the  remaining  features  used  in  and  are  treated  as
random  variables.  Once  the  partial  dependence  of  on  the
prediction  is  quantified,  the  ICE  plot  can  be  made  to  visually
explain  the  forecasting  model  by  computing  the  forecasting
curve  against  that is determined with a series of split grids
in the plot while making  fixed. 

Method C: SHapley Additive exPlanations (SHAP)
The  method  aims  to  explain  traffic  flow  forecasting  models

by  quantifying  the  contribution  of  each  feature  to  the  predic-
tion  for  a  given  instance.  It  achieves  the  goal  by  computing
Shapley values[60] based on coalitional game theory, where the
feature values of the given instance act as players in a coalition
and  the  prediction  is  treated  as  the  payout.  The  features  with
larger absolute Shapley values are considered more important.
Notably,  feature  contributions  can  be  positive  or  negative,
corresponding  to  the  positive  or  negative  'pull  effect'  of  the
features on the prediction of the instance. Mathematically,  the
Shapley value of the j-th feature of instance xi is defined as:

ϕ
j
i

(
vxi

)
=

∑
S⊆
{
x1

i ,...,x
MF
i

}
\
{
x j

i

}
|S |! (MF− |S | −1)!

MF!

(
vxi

(
S ∪
{
x j

i

})
− vxi (S )

)
(11)

vxi (S ) =
w

f̂
(
x1

i , . . . , x
MF
i

)
dPxi<S −EX

(
f̂ (X)
)

(12)

S

vxi (S ) S

In the above equations,  is a subset of the features used in
forecasting instance xi which is  the  vector  of  feature  values  to
be  explained,  is  the  prediction  for  feature  values  in 
associated with instance xi that  are marginalized over  features
not included in S.

The  Shapley  value  is  suitable  for  any  machine-learning
model. However, the precise estimation of the Shapley value is
commonly  nontrivial.  Given  this,  Lundberg  &  Lee[61] proposed
the  SHAP  approach  inspired  by  local  surrogate  models  to
enhance the estimation of the Shapley values. SHAP belongs to
a  kind  of  additive  feature  attribution  methods.  That  is,  the
prediction  for  instance xi is  equal  to  the  average  of  all  predic-
tions in the whole dataset pluses the sum of all  feature contri-
butions associated with the instance, as illustrated by Eqn (13).

f̂ (xi) = EX

(
f̂ (X)
)
+

MF∑
j=1

ϕ
j
i (13)

Given estimating the Shapley values requires numeric possi-
ble coalitions of the feature values and repeat simulation of the
absence  of  a  feature  by  drawing  random  instances,  the  Tree-
SHAP  algorithm[62] that  extends  SHAP  and  is  capable  of  effi-
ciently  and  precisely  estimating  the  Shapley  values  for  tree
models are adopted in this study to explain the developed tree-
ensemble traffic flow forecasting models. 

Global interpretability methods 

Method D: Global Feature Importance
For the tree-ensemble models developed in this study, three

global  feature importance measures are employed to quantify
the importance of each feature from a global perspective.

ErrOOB j
t

D1:  Permutation  Importance. When  building  a  base  tree,
the technique of bootstrap sampling with replacement is used
to  generate  the  training  data  set.  In  this  situation,  about  one-
third of the whole instances, called OOB samples, would not be
drawn. OOB error is then defined as the mean prediction error
of base trees on their associated OOB samples. Denote ErrOOBt

as the OOB error of the t-th tree,  as the OOB error of
the t-th  tree  after  randomly  permuting  the  values  of  the j-th
feature,  the  permutation  importance  associated  with  the j-th
feature is calculated as:

φPI(X j) =
1
T

T∑
t=1

(
ErrOOB j

t −ErrOOBt

)
. (14)

As  observed  from  the  above  equation,  the  larger  the  OOB
error increases, the more important the feature is.
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D2:  Mean  Decrease  Impurity. The  feature  importance
measure  is  defined  as  the  average  decreased  impurity  or  gain
caused  by  using  a  particular  feature  as  the  splitting  feature
across all trees, as shown in Eqns (15) and (16).

φMDI(X j) =
1
T

T∑
t=1

Jt

(
X j
)

(15)

Jt

(
X j
)
=

1
Lt

Lt∑
l=1

Qt

(
Xl = X j

)
(16)

ϕMDI(X j)

ϕMDI

In  the  above  equations,  represents  the  mean
decreased  impurity  associated  with  the j-th  feature  across  all
trees, Jt(Xj) represents mean decreased impurity associated with
the j-th  feature  in  the t-th  tree,  and Qt(Xi = Xj)  represents  the
variance  reduction  in  the t-th  tree  caused  by  using  the j-th
feature  as  the l-th  splitting  node,  and Lt is  the  number  of  the
splitting nodes in the t-th tree. When  of a feature is large,
it is treated as a more informative feature.

D3:  SHAP  Feature  Importance. The  Shapley  values  can  be
used  to  measure  the  contribution  of  each  feature  for  each
instance. That is, the features with large absolute Shapley values
are  treated as  more informative.  The SHAP feature  importance
measure is estimated as the absolute Shapley values per feature
across the whole dataset, as defined by Eqn (17).

φSHAP(X j) =
1
n

n∑
i=1

∣∣∣∣ϕ j
i

∣∣∣∣ (17)

ϕ
j
iIn the above equation,  represents the Shapley value of the

j-th  feature  associated  with  the i-th  instance.  The  above
measure  quantifies  the  global  importance  of  each  feature  on
the whole dataset. 

Method E: Feature Dependence
The  method  considers  all  instances  in  the  dataset  and

measures the global relationship of a feature with the predicted
outcome.  Two  categories  of  schemes  can  be  adopted  to
explain feature dependence from a global perspective. The first
is  partial  feature  dependence  and  the  other  is  SHAP  feature
dependence. The partial feature dependence scheme describes
the  function  relationship  between  the  features  we  are  inter-
ested in and the predictions by marginalizing the model output
over  the  distribution  of  the  remaining  features.  The  partial
dependence  function  is  defined  by  Eqn  (10)  and  can  be  esti-
mated by the Monte Carlo method, as illustrated by Eqn (18).

f̂
(
XG
)
=

1
n

n∑
i=1

f̂
(
XG, xC

i

)
(18)

x j
i ϕ

j
i

The above equation tells what the average marginal effect of
the  given  features XG on  the  forecast  is.  The  partial  feature
dependence  can  be  visually  depicted  using  a  partial  depen-
dence  plot  (PDP).  The  SHAP  feature  dependence  scheme  can
also be used to check the average effects of the given features.
Different  from  the  partial  feature  dependence,  the  SHAP
feature dependence considers the marginal effect of the inter-
ested  features  on  the  Shapley  values  rather  than  the  predic-
tions. That is, for instance xi, the relationship between  and 

would  be  considered.  The  SHAP  dependence  plot  can  be
utilized  to  visually  describe  the  SHAP  feature  dependence
scheme. 

Method F: Feature Interaction Effect
The feature interaction effect method can be used to explain

the  interaction  effect  between  different  features  on  the
predicted outcome. Partial  feature interaction effect and SHAP
feature  interaction  effect  are  two  typical  methods.  The  2D
partial dependent plot can be used to visually check the feature
interaction  effect  after  quantifying  the  partial  dependence
using Eqn (18).

The  SHAP  feature  interaction  effect  is  the  extra  combined
feature effect after accounting for the individual feature effects,
and can be explained with the Shapley interaction index from
game theory:

ϕ
j,k
i =

∑
S⊆\
{
x j

i ,x
k
i

}
|S |! (MF− |S | −2)!

2(MF−1)!
δ

j,k
i (S ) (19)

i , jwhen :
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j,k
i (S ) = f̂ (S ∪{x j

i , x
k
i })− f̂ (S ∪

{
x j

i

}
− f̂
(
S ∪
{
xk

i

})
+ f̂ (S ) (20)

The above two equations quantify the pure interaction effect
after  accounting  for  the  individual  effects  by  subtracting  the
main  effect  of  the  features.  The  SHAP  dependence  plot  com-
bined  with  the  Shapley  interaction  index  can  be  used  to  visu-
ally inspect the feature interaction effects for the given dataset. 

Experiments
 

Data description
To evaluate the proposed interpretable traffic  flow forecast-

ing  framework,  three  traffic  flow  datasets  were  collected  from
different  types  of  roads  in  China  and  the  USA.  The  associated
data information can be seen in Table 1. Specifically, the traffic
flow dataset from a typical arterial  of Kunshan, China, covers a
period of 4 weeks from August 28 to September 24, 2012, with
data  aggregated  at  5-min  intervals.  The  traffic  flow  dataset
from  an  expressway  in  Beijing,  China,  covers  a  period  of  8
weeks from September 1 to October 26, 2009, with data aggre-
gated at 2-min intervals. The traffic flow dataset from a freeway
in Seattle,  USA, covers 12 weeks from September 1 to Novem-
ber 23, 2015, with data aggregated at 5-min intervals.

For  each  dataset,  the  ratio  of  training  instances  to  test
instances  is  set  to  3:1.  All  comparative  models  were  imple-
mented  for  one-step-ahead  forecasting.  The  traffic  flow  vari-
ables consist of volume and occupancy. For arterial and freeway
roads,  the  forecasting  task  is  to  predict  the  future  volume  of  a
target location using historical volume and occupancy data from
the target location as well as its upstream and downstream loca-
tions. For the expressway road, the forecasting task is to predict
the  future  volume  of  a  target  lane  using  historical  volume  and
occupancy  data  from  the  target  lane  as  well  as  its  neighbor
lanes. The maximum lag order in the feature extraction process
is chosen as 4, 5, 4 for the three datasets, respectively. 

 

Table 1.    Collected dataset information for traffic flow forecasting.

City Road type Time interval Total dataset size Training set size Test set size

Kunshan Arterial 5-min 8064 6048 2016
Beijing Expressway 2-min 40320 30240 10080
Seattle Freeway 5-min 24192 18144 6048
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Performance evaluation 

Performance measure
To compare the performance of the developed models,  two

typical performance measures are adopted, defined as follows:

RMSE =
√

1
n

∑n

i=1
(yi− ŷi)2, (21)

MAPE =
1
n

n∑
i=1

∣∣∣∣∣yi− ŷi

yi

∣∣∣∣∣ . (22)

ŷiIn the above equations, yi and  are the observed and fore-
casted  values  of  the  target  variable,  respectively,  and n is  the
total number of traffic flow instances. 

Experimental settings
In  the  present  study,  four  typical  categories  of  traffic  flow

forecasting  models  were  implemented  and  compared,  includ-
ing statistical  time series,  shallow learning,  deep learning,  and
ensemble  learning. Table  2 lists  the  implemented  traffic  flow
forecasting models.

For each model,  several  hyperparameters need to be tuned.
With this in mind, some hyperparameter tuning strategies were
adopted  to  select  the  proper  model  for  evaluation.  For  the
statistical  time  series  model,  the  strategy  proposed  by
Hyndman & Khandakar[67] was employed to determine the opti-
mal  hyperparameters.  For  the  shallow  learning  models  and
ensemble  learning  models,  the  grid  search  strategy  based  on
time series cross-validation was adopted. For the deep learning
models,  the  automated  machine  learning  strategy  developed
in  PaddlePaddle[68] was  utilized.  The  hyperparameter  descrip-
tion  for  the  developed  models  can  be  found  in Supplemental

Table  S1.  The  selected  hyperparameters  for  the  evaluation  of
the developed models can be found in Supplemental Table S2. 

Performance comparison
To  conduct  a  comprehensive  performance  comparison,  the

MAPE and RMSE of the developed models on the three experi-
mental  datasets  were  respectively  calculated,  as  listed  in
Table 3.

As  observed  from Table  3,  the  following  insights  can  be
drawn:

(1)  For  the  arterial  dataset,  the  ensemble  learning  models
show better performance than the other three kinds of models.
Within  the  shallow  learning  models,  KNN  outperforms  the
other  models.  Within  the  deep  learning  models,  Transformer
shows  a  clear  advantage  over  other  models  in  terms  of  the
RMSE,  while  NBEATS  performs  the  best  in  terms  of  MAPE.
Within the ensemble learning models, RF and EF possess more
performance advantage.

(2)  For  the  expressway  dataset,  ensemble  learning  exhibits
better  performance  in  terms  of  RMSE,  while  deep  learning
performs  the  best  in  terms  of  MAPE.  Within  deep  learning
models,  NBEATS  still  demonstrates  the  overall  best  perfor-
mance, while LightGBM performs the best within the ensemble
learning models.

(3)  For  the  freeway  dataset,  the  ensemble  learning  models
significantly outperform the other three kinds of models. More
specifically, GBDT performs the best in terms of RMSE, while RF
outperforms other models in terms of MAPE.

(4) In summary, apart from the superior performance of deep
learning on the expressway in terms of MAPE, ensemble learn-
ing demonstrates consistently superior performance.

In  addition  to  model  accuracy,  model  efficiency  is  another
significant  measure  for  traffic  flow  forecasting.  Given  this,  the
computational  time  of  the  developed  models  on  the  test
datasets  were  recorded.  The  test  time  is  presented  in Table  4.
As can be seen from the table, the statistical time series models,
shallow learning models,  and ensemble learning models show
a similar computational time on the test dataset, with a signifi-
cant efficiency advantage over the deep learning models. Over-
all,  the  ensemble  learning  models  can  combine  accuracy,  and
efficiency advantages. 

 

Table 2.    Developed traffic flow forecasting models.

Model type Models

Statistical time series Autoregressive Integrated Moving Average
(ARIMA)

Shallow learning K-Nearest Neighbors (KNN), Linear Regression
(LR), Least Absolute Shrinkage and Selection
Operator (LASSO), Ridge Regression (RR),
Regression Tree (RT), Extra Tree (ET)

Deep learning LSTNET[63], DeepAR[64], NBEATS[65], RNN,
Transformer[66]

Ensemble learning RF, EF, GBDT, XGBoost, LightGBM

 

Table 3.    Performance comparison of the developed models.

Model type Model
Arterial Expressway Freeway

RMSE (veh/5-min) MAPE (%) RMSE (veh/2-min) MAPE (%) RMSE (veh/5-min) MAPE (%)

Statistical time series ARIMA 13.54 18.04 6.63 24.02 7.05 10.62
Shallow learning KNN 13.12 16.06 6.91 23.30 6.68 10.58

LR 13.62 17.91 6.53 22.12 6.46 10.30
LASSO 13.65 18.04 6.55 23.54 6.59 10.28

RR 13.62 17.97 6.54 22.12 6.45 10.39
RT 14.31 17.46 7.60 25.70 7.27 10.97
ET 14.37 17.38 6.86 24.59 7.60 13.22

Deep learning LSTNET 13.41 17.01 6.56 21.60 6.95 10.23
DeepAR 13.45 16.24 6.57 21.49 7.00 11.68
NBEATS 13.79 16.18 6.55 21.37 6.12 10.49

RNN 27.74 49.24 6.83 22.80 19.34 48.63
Transformer 13.03 16.73 6.40 22.51 6.25 10.97

Ensemble learning RF 12.42 15.60 6.49 23.29 6.28 9.44
EF 12.35 15.80 6.31 24.06 6.28 9.70

GBDT 12.28 15.81 6.34 22.79 5.94 9.61
XGBoost 12.99 15.97 6.45 22.90 6.05 9.65

LightGBM 12.39 16.06 6.27 22.74 5.96 10.55
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Bias correction and feature selection for enhancing tree-
ensemble models

Bias correction and feature selection are two effective strate-
gies commonly used to enhance the performance of tree-based
models[26].  The  feature  selection  strategy  improves  model
performance  by  eliminating  redundant  or  irrelevant  features
and  retaining  those  most  informative.  The  bias  correction
strategy  enhances  model  performance  by  training  a  separate
bias forecasting model and adding the forecasting biases to the
forecasting mean value.

To  further  check  the  forecasting  capacity  of  the  tree-
ensemble  models,  the  tree-ensemble  models  were  imple-
mented based on bias  correction and/or  feature selection and

model  performance inspected after  applying these two strate-
gies.  The  performance  of  the  tree-ensemble  models  based  on
the bias  correction  strategy  alone can be  observed in Table  5.
The  performance  of  the  tree-ensemble  models  based  on  the
simple feature selection strategy alone can be seen in Table 6.
The  performance  of  the  tree-ensemble  models  using  both
strategies can be seen in Table 7.  In the above figures,  the red
arrow  represents  the  model  errors  increase  after  using  the
given  strategy,  the  blue  arrow  represents  the  model  errors
increase  after  using  the  given  strategy,  and  the  green  arrow
represents  there  is  no  evident  change  after  using  the  given
strategy.  From  the  three  tables,  the  following  conclusions  can
be drawn:

(1)  The  performance  of  most  tree-ensemble  models  has
improved after bias correction, except that the performance of
XGBoost on the expressway dataset shows a slight decline.

(2)  The  forecasting  performance  of  most  tree-ensemble
models have decreased after feature selection, regardless of the
use of the feature importance measure (i.e., MDI or PI). This may
be due to the feature selection strategy used in this study being
too  simplistic  for  the  collected  datasets,  suggesting  the  need
for more advanced strategies to enhance model performance.

(3)  After  employing  both  of  the  bias  correction  and  feature
selection  strategies,  the  performance  of  the  developed  tree-
ensemble  models  has  generally  improved,  with  only  a  slight
decrease in the performance of a small number of models. This
might be due to the negative effect of  feature selection being
offset  by bias  correction,  thereby improving the overall  model
performance.

(4) In summary, for the developed tree-ensemble models, the
bias correction strategy has a significant positive impact, while
the effect of feature selection is less pronounced. It is necessary
to  explore  more  sophisticated  feature  selection  strategies  in
traffic flow forecasting. 

 

Table 4.    Test time of the developed models.

Model type Model
Test time (s)

Arterial Expressway Freeway

Statistical time series ARIMA 0.12 0.13 0.11
Shallow learning KNN 0.04 0.57 0.26

LR 0.01 0.03 0.02
LASSO 0.01 0.03 0.02

RR 0.01 0.03 0.02
RT 0.01 0.02 0.01
ET 0.00 0.02 0.01

Deep Learning LSTNET 37.84 187.67 151.25
DeepAR 102.89 538.55 426.07
NBEATS 42.70 217.81 175.83

RNN 36.25 189.02 147.03
Transformer 43.06 266.79 181.91

Ensemble Learning RF 0.02 0.07 0.08
EF 0.03 0.07 0.06

GBDT 0.02 0.03 0.03
XGBoost 0.01 0.02 0.02

LightGBM 0.01 0.02 0.02

 

Table 5.    Performance comparison of the developed tree-ensemble models using the bias correction strategy.

Developed models

Arterial Expressway Freeway

RMSE
(veh/5-min) Trend MAPE

(%) Trend RMSE
(veh/2-min) Trend MAPE

(%) Trend RMSE
(veh/5-min) Trend MAPE

(%) Trend

RF 12.40 ↓ 15.55 ↓ 6.49 → 22.70 ↓ 6.04 ↓ 9.18 ↓
EF 12.03 ↓ 15.29 ↓ 6.23 ↓ 22.19 ↓ 5.95 ↓ 9.25 ↓
GBDT 12.33 ↑ 15.56 ↓ 6.32 ↓ 22.43 ↓ 5.92 ↓ 9.56 ↓
XGBoost 12.96 ↓ 15.86 ↓ 6.48 ↑ 22.91 ↑ 6.02 ↓ 9.52 ↓
LightGBM 12.36 ↓ 15.77 ↓ 6.25 ↓ 22.25 ↓ 5.94 ↓ 10.41 ↓

 

Table 6.    Performance comparison of different tree-ensemble models using the feature selection strategy.

Model Feature
selection measure

Arterial Expressway Freeway

RMSE
(veh/5-min) Trend MAPE

(%) Trend RMSE
(veh/2-min) Trend MAPE

(%) Trend RMSE
(veh/5-min) Trend MAPE

(%) Trend

RF MDI 12.73 ↑ 16.02 ↑ 6.49 → 23.30 ↑ 6.75 ↑ 10.36 ↑
PI 12.67 ↑ 16.01 ↑ 6.49 → 23.30 ↑ 6.77 ↑ 10.37 ↑

EF MDI 12.49 ↑ 15.90 ↑ 6.38 ↑ 24.31 ↑ 6.50 ↑ 10.35 ↑
PI 12.45 ↑ 15.88 ↑ 6.44 ↑ 24.11 ↑ 6.73 ↑ 10.18 ↑

GBDT MDI 12.40 ↑ 15.91 ↑ 6.44 ↑ 23.20 ↑ 6.46 ↑ 9.96 ↑
PI 12.22 ↓ 15.89 ↑ 6.66 ↑ 23.93 ↑ 6.13 ↑ 9.33 ↓

XGBoost MDI 12.76 ↓ 15.87 ↓ 6.43 ↓ 22.88 ↓ 6.43 ↑ 10.11 ↑
PI 12.70 ↓ 16.01 ↑ 6.71 ↑ 22.80 ↓ 6.67 ↑ 10.17 ↑

LightGBM MDI 12.25 ↓ 15.74 ↓ 6.29 ↑ 22.55 ↓ 5.98 ↑ 10.26 ↓
PI 12.57 ↑ 16.07 ↑ 6.47 ↑ 23.69 ↑ 6.71 ↑ 10.50 ↓
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Model interpretability
In  this  section,  comprehensive  explanations  for  the  devel-

oped  tree-ensemble  models  under  various  scenarios  were
extracted  using  the  interpretable  machine  learning  methods.
The  consistency  between  daily  traffic  phenomena  and  the
interpretability results,  as well  as the consistency among inter-
pretations from different methods within the same category, is
examined. As observed in Section 'Performance evaluation', the
EF model shows a relatively competitive performance than the
other  tree-ensemble  models.  Therefore,  we take  the  EF  model
as an example to illustrate the interpretability modeling proce-
dure in the following subsections.
 

Local interpretability
 

Decision paths
The  decision  path  for  a  given  instance  defines  the  decision

path  of  the  developed  model  from  the  root  node  to  the  leaf
node.  For  each  dataset,  three  typical  instances  collected  at
different  time  intervals  were  used  to  produce  local  inter-
pretability of the EF model. The obtained decision paths for the
different  traffic  flow  instances  are  illustrated  in Fig.  2.  In  the
figure, the yellow dashed line indicates the position of the bias,
i.e., the mean of the target variable in the training set, while the
purple  dashed  line  indicates  the  position  of  the  final  forecast.
From the bias  to the forecast,  there is  a  decision path built  by

 

Table 7.    Performance comparison of different tree-ensemble models using the bias correction and feature selection strategies.

Model Feature
selection measure

Arterial Expressway Freeway

RMSE
(veh/5-min) Trend MAPE

(%) Trend RMSE
(veh/2-min) Trend MAPE

(%) Trend RMSE
(veh/5-min) Trend MAPE

(%) Trend

RF MDI_BC 12.58 ↑ 15.94 ↑ 6.49 → 23.24 ↓ 6.72 ↑ 10.42 ↑
PI_BC 12.58 ↑ 15.95 ↑ 6.49 → 23.24 ↓ 6.75 ↑ 10.41 ↑

EF MDI_BC 12.19 ↓ 15.46 ↓ 6.36 ↑ 23.20 ↓ 6.47 ↑ 10.16 ↑
PI_BC 12.18 ↓ 15.29 ↓ 6.40 ↑ 22.97 ↓ 6.67 ↑ 10.09 ↑

GBDT MDI_BC 12.37 ↑ 15.70 ↓ 6.43 ↑ 22.76 ↑ 6.43 ↑ 9.84 ↑
PI_BC 12.22 ↓ 15.57 ↓ 6.65 ↑ 23.11 ↑ 6.11 ↑ 9.18 ↓

XGBoost MDI_BC 13.01 ↑ 15.93 ↓ 6.48 ↑ 22.92 ↑ 6.45 ↑ 10.14 ↑
PI_BC 12.22 ↓ 16.01 ↑ 6.75 ↑ 22.90 → 6.68 ↑ 10.15 ↑

LightGBM MDI_BC 12.29 ↓ 15.51 ↓ 6.27 → 22.14 ↓ 5.96 → 10.09 ↓
PI_BC 12.58 ↑ 15.89 ↓ 6.47 ↑ 23.20 ↑ 6.71 ↑ 10.29 ↓
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Fig. 2    Local model explanations using decision path plots for different traffic flow instances. Arterial instance at (a) 5:30 am, (b) 6:30 am, (c)
7:30 am. Expressway instance at (d) 5:30 am, (e) 7:30 am, (f) 8:00 am. Freeway instance at (g) 5:30 am, (h) 6:30 am, (i) 7:30 am.

Building trust for traffic flow forecasting
 

Ou et al. Digital Transportation and Safety 2024, 3(3): 126−143   Page 135 of 143



the  model,  where  each  path  with  an  arrow  represents  the
corresponding pull effect, either positive or negative (indicated
by  the  red  and  blue  horizontal  lines),  caused  by  a  particular
feature on the forecast.  The greater  the magnitude of  the pull
effect,  the  greater  the  contribution  of  the  feature  to  the  fore-
cast.  By  inspecting  the  decision  path  plots,  we  can  draw  the
following conclusions:

(1) Across the three datasets, there is a consistent shift in the
contribution  of  features  from  negative  to  positive  over  time,
which  corresponds  to  the  real-world  phenomenon  of  lighter
traffic in the early morning hours and heavier traffic during the
morning peak. This indirectly confirms the reliability of the fore-
cast.  For  example,  at  5:30  am,  there  is  no  congestion  on  the
roads.  In  this  case,  the  model  believes  that  all  features  should
have a negative pull  effect,  causing the bias to slide towards a
smaller forecast value. In contrast, at 7:30 am or 8:00 am, traffic
on  the  road  starts  to  get  crowded.  In  this  case,  the  model
believes that most features should have a positive pull effect on
the  final  forecast.  During  the  above  two  time  periods,  the
model  believes  that  the  contribution  of  features  is  different:
some features (e.g.,  hour)  would produce a positive pull  effect
and  the  other  features  (e.g.,  m_vol_lag_2)  would  produce  a
negative  pull  effect.  Both  categories  of  the  features  work
together to achieve the final forecast.

(2) For different instances, the feature sets with top contribu-
tion are highly similar. It can be observed that the features with
larger  contributions  are  mainly  related  to  the  volume  variable
at  the  target  location  and  downstream  location.  However,  it
can  also  be  easily  identified  that  the  feature  rankings  in  the
feature  sets  are  not  exactly  the  same.  The  above  observations
confirm  the  need  for  both  global  and  local  interpretability
approaches in explaining the developed models. 

Individual Conditional Expectation (ICE)
ICE  is  a  useful  method  to  visually  analyze  the  relationship

between  a  given  feature  and  the  forecast  of  a  model  for  indi-
vidual  instances. Figure  3 provides  the  ICE  plots  for  different
traffic  flow datasets.  In the figure,  each blue line describes the
partial  dependence  between  a  given  feature  and  the  forecast
of  an  instance  in  the  training  datasets,  and  the  black  vertical
lines  show  the  value  distribution  of  the  feature.  The  following
insights can be drawn from the figure:

(1)  For  the  arterial  dataset,  the  forecasted  volume  of  the
target  location  keeps  increasing  as  the  value  of  its  first-order
lagged feature  (i.e.,  'm_vol_lag_1')  increases.  For  the  seasonal-
ity  feature,  'hour',  the  forecast  of  most  instances  exhibit  a
double-peak  pattern  of  'first  increasing,  then  decreasing'.  This
phenomenon corresponds to the regular morning and evening
peak patterns of traffic flow throughout the day.

(2) For the expressway dataset, the partial dependence of the
forecast  on  the  feature  'm_vol_lag_1'  shows  two  distinct
patterns.  The  first  pattern  is  that  the  forecast  values  initially
increase linearly with the feature values and then exhibit a slow
growth  trend.  The  other  pattern  is  that  the  forecast  values
always increase linearly with the feature values. In contrast, the
forecast values show almost no change with the increase of the
'hour'  feature  value,  indicating  that  the  contribution  of  the
'hour' feature is very small.  This inference can be confirmed by
the obtained global  feature  importance score  in  the  following
experiments.

(3)  For  the  freeway  dataset,  the  partial  dependence  of  the
forecast on the feature 'm_vol_lag_1' shows a similar pattern as

the  arterial  dataset.  For  the  'hour'  feature,  the  forecast  values
for some instances show a slight increase as the feature values
increase during the morning and evening peaks, while the fore-
cast  values  for  the  remaining  instances  do  not  change  as  the
feature values increase. 

SHapley Additive exPlanations (SHAP)
SHAP  elucidates  the  developed  models  by  measuring  the

impact of individual features based on the concept of Shapley
values from cooperative game theory. The features with higher
absolute Shapley values are deemed more influential. Figure 4
shows  the  beeswarm  plots  built  on  the  estimated  Shapley
values  for  different  traffic  flow  datasets.  In  the  figure,  the
changing  color  value  represents  the  value  of  the  analyzed
features.  The  variable  on  the  horizontal  axis  is  the  calculated
Shapley values.  When the SHAP value is  positive,  it  means the
feature  has  a  positive  pull  effect  on  the  forecast;  conversely,
when it is negative, the feature possesses a negative pull effect.
It  is  easy  to  identify  the  most  informative  features  by  inspect-
ing  the  span  range  of  the  SHAP  in  the  beeswarm  plots.  The
following conclusions can be drawn from the figure:

(1)  'm_vol_lag_1'  and  'u_vol_lag_1'  are  two  features  that
have  contributions  to  all  of  the  three  datasets.  The  larger  the
above feature value, the greater the positive pull  effect on the
forecast;  the  smaller  the  above  feature  value,  the  greater  the
negative pull effect on the forecast.

(2)  For  the  arterial  dataset,  'hour'  plays  a  significant  role  in
traffic volume forecasting. The 'hour' feature has a negative pull
effect  on  the  forecast  when  its  value  is  very  high  (i.e.,  during
late-night hours). Moreover, when the 'hour' feature value is in
the middle range, it has a positive pull effect on the forecast. It
needs to be indicated that the contribution of the 'hour' feature
on the other two datasets is not significant.

(3)  The  number  of  informative  features  for  the  expressway
dataset is smaller and more concentrated than that of the other
two  datasets  since  the  associated  beeswarm  plot  exhibits  a
more concentrated SHAP value distribution.

(4)  Similar  to  the  volume-related  features,  the  occupancy-
related  features  also  have  a  positive  pull  effect  on  the  model
forecast when their values are large, and yields a negative pull
effect  when  their  values  are  small.  The  main  difference  is  that
the  occupancy-related  features  do  not  contribute  as  much  as
the volume-related features.

Figure 5 depicts the waterfall plots built on the SHAP values
associated with some typical instances from the three datasets.
The waterfall plot is similar to the decision path plot. The main
difference  between  the  two  plots  is  that  the  feature  impor-
tance  is  quantified  with  different  measures.  In  addition,  the
baseline  value  of  the  waterfall  plot  is  the  mean  of  the  fore-
casted volume of the training dataset, while the baseline value
of the decision path plot is the mean of the observed volume of
the training dataset. In Fig. 5, the red color indicates a positive
pull  effect  of  the  feature  on  the  forecast,  while  the  blue  color
indicates  a  negative  pull  effect.  The  following  findings  can  be
achieved from the figure:

(1)  All  three  datasets  show  a  consistent  trend  of  the  pull
effect  of  the  features,  shifting  from  negative  to  positive  over
time,  which  corresponds  to  real-world  patterns  of  light  traffic
in  the  early  morning  hours  and  heavy  traffic  during  the
morning peak.

(2)  The  feature  contributions  vary  across  different  datasets
and time periods. Generally, the features related to volume are
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of  the  greatest  importance.  For  the  arterial  and  expressway
datasets, 'm_vol_lag1' is treated as the most important feature

in  most  cases,  while  for  the  freeway  dataset,  'd_vol_lag_1',
'm_vol_lag1'  and  'u_vol_lag1'  are  deemed  more  significant

 

a b

c

Fig.  3    Local  model  explanations  using  ICE  plots  for  different  traffic  flow  datasets.  (a)  Arterial  dataset,  (b)  expressway  dataset,  (c)  freeway
dataset.
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Fig.  4    Local  model  explanations  using  beeswarm  plots  for  different  traffic  flow  datasets.  (a)  Arterial  dataset,  (b)  expressway  dataset,  (c)
freeway dataset.
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than  the  other  features.  It  is  worth  mentioning  that  'hour'  is
identified  as  the  more  informative  feature  for  the  arterial
instances  at  6:30  am  and  7:30  am.  This  might  be  because
during  the  above  time  periods,  traffic  on  the  road  is  getting
congested and thereby plays a more evident guiding role in the
forecasting task. 

Global interpretability 

Global feature mportance
The global feature importance method aims to rank the rele-

vance  or  significance  of  each feature  across  the  entire  dataset
and  provides  an  overview  of  which  features  have  the  most
impact on the forecast when considering all instances together.
In the present study, three global feature importance methods
were  implemented,  including  MDI,  PI,  and  SHAP. Figure  6
depicts  the  quantified  global  feature  importance  by  the  three
methods for the three traffic flow datasets. The following obser-
vations can be made from the figure:

(1)  For  the  arterial  datasets,  among  the  top  five  ranked
features,  all  three  methods  consider  'm_vol_lag_1',
'm_vol_lag_2',  'm_vol_lag_3',  and 'u_vol_lag_1' to be the most
important  features.  However,  both  PI  and  SHAP  methods
believe that the 'hour' feature should be more important, while
the  MDI  method  suggests  that  'm_vol_lag_4'  should  have  a
greater contribution.

(2)  For  the  expressway  datasets,  the  PI  and  SHAP  methods
assign  higher  contribution  scores  to  'm_vol_lag_1'  and
'm_vol_lag_2',  while  the contribution scores  assigned to other
features  are  very  small.  In  contrast,  although  the  MDI  method
also  considers  the  two  features  to  be  most  informative,  it
assigns more even contribution scores to the other features.

(3)  For  the  freeway  dataset,  all  three  methods  assign  more
weight  to  'm_vol_lag_1',  'd_vol_lag_1',  and  'u_vol_lag_1'.
However,  both  PI  and  SHAP  methods  suggest  that
'd_occ_lag_1'  should  be  given  a  higher  contribution  score,
while  the  'MDI'  method  still  assigns  relatively  even  scores  to
other features.

(4) From the above analysis, it can be seen that PI and SHAP
show more similar behaviors in quantifying feature importance.
As indicated by Molnar[6], SHAP can provide fair and consistent
feature importance quantification results, provided the Shapely
values are properly estimated. In addition, PI is also able to yield
reliable  feature  importance  scores  by  directly  measuring  the
impact of the given feature on model performance. The experi-
mental  results  in  our  study  confirm  the  above  observations.
Compared  to  PI  and  SHAP,  MDI  may  provide  biased  scores
towards  features  that  allow  more  splits.  It  needs  to  be  indi-
cated  that  PI  and  SHAP  are  more  computationally  intensive
than MDI. Therefore, in practice, PI and SHAP are the preferred
choices  for  tree-ensemble  models  when  computational
resources allow. 

Feature dependence
The feature dependence method evaluates the overall  asso-

ciation between a feature and the resulting forecast or feature
importance.  1D-PDP  and  SHAP  dependence  plots  are  two
popular strategies for elucidating the feature dependence from
a  global  perspective. Figure  7 provides  the  above  two  feature
dependence plots for the three traffic flow datasets. The follow-
ing conclusions can be drawn from the figure:

(1) Similar to ICE, 1D-PDP is also able to describe the trend of
the  forecasted  values  as  a  particular  feature  value  changes.
However,  the  dependence  established  by  1D-PDP  is  built  on
the  whole  dataset  rather  than  individual  instances.  As  can  be
seen from Fig. 7a−c, the forecasts almost increase linearly with
the increase of 'm_vol_lag_1' and show a double-peak pattern
for the arterial dataset while remaining stable for the other two
datasets, regardless of changes in the values of 'hour'.

(2)  SHAP plots  built  on the  three  datasets  show very  similar
feature  dependence  as  the  1D-PDPs.  That  is,  as  the  value  of
'm_vol_lag_1'  increases,  the  SHAP  values  also  increase  hence
the increase of  the forecasted value.  In addition,  we can easily
identify  the  value  distribution  of  the  given  feature  from  the
SHAP plot. 
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Fig. 5    Local model explanations using waterfall plots for different traffic flow instances. (a) Arterial instance at (a) 5:30 am, (b) 6:30 am, (c) 7:30
am. Expressway instance at (d) 5:30 am, (e) 7:30 am, (f) 8:00 am. Freeway instance at (g) 5:30 am, (h) 6:30 am, (i) 7:30 am.
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Feature interaction effect
The feature interaction effect method can be used to explain

the  interaction  effect  between  different  features  on  the  fore-
casting output.  2D-PDP and the SHAP interaction plot  are two
popular  methods  for  visually  inspecting  feature  interaction
effects. Figure  8 reveals  the  feature  interaction  relationships
using 2D-PDP and the SHAP interaction plot for the three traf-
fic flow datasets. Figure 8a, d & g visually describe the interac-
tion  effect  of  two  sets  of  features  (i.e.,  'hour'  vs  'm_vol_lag_1'
and  'hour'  vs  'u_vol_lag_1')  on  the  forecasts  by  2D-PDP,  with
lighter  colors  indicating  greater  forecasted  value.  Different
colors are separated by a curve with specific forecasted values.
The remaining part of Fig. 8 depicts the interaction effect of the
two  sets  of  features  (i.e.,  'm_vol_lag_1'  vs  'u_vol_lag_1'  and
'm_vol_lag_1' vs 'hour') on the SHAP values. The colors closer to
blue indicate smaller feature values and the colors closer to red
indicate  larger  feature  values.  The  following  findings  can  be
achieved from the figure:

(1)  For  the  2D-PDP  plots,  the  feature  interactions  between
the  given  two  features  for  the  arterial  datasets  are  more
evident  than  that  for  the  other  two  datasets,  due  to  the  fact
that the contour lines associated with the former appear more
curved  and  complex  shapes.  Furthermore,  it  can  be  observed
from the contour line curves in Fig. 8a that the positive impact
from  the  feature  interactions  on  the  forecasts  intensifies  and
hence  the  forecasted  values  significantly  increase  during  the
peak hours.

(2)  By analyzing the SHAP interaction plots,  we can see that
when the values of 'm_vol_lag1' and 'u_vol_lag1' are too small,

the interaction of the two features has a negative impact on the
forecasts, resulting in a negative pull effect. Similarly, when the
value of  the 'hour'  feature lies  in  the peak periods,  the feature
produces the most  significant  positive  pull  effect.  Moreover,  it
can  be  identified  from Fig.  8c, f & i that  on  arterial  roads  and
expressways,  the  traffic  volume  is  higher  during  the  morning
peak compared to the evening peak, whereas on highways, the
situation is reversed. 

Conclusions

Traffic  flow  forecasting  has  been  a  research  focus  in  the
transportation field. In this study, an effective and interpretable
traffic  flow  forecasting  framework  is  presented  that  employs
ensemble learning algorithms to build forecasting models and
integrates interpretable machine learning methods to compre-
hensively  explain  these  models.  The  framework  consists  of
several  key  components  incorporated  into  a  flexible  pipeline,
including  feature  extraction,  feature  selection,  bias  correction,
forecasting  modeling,  and  interpretability  modeling.  The
proposed  framework  was  validated  using  traffic  flow  datasets
collected from arterial, expressway, and freeway roads in China
and the USA.

The contributions of this study are summarized as follows:
(1) A novel traffic flow forecasting framework was developed

based  on  ensemble  learning  and  interpretable  machine  learn-
ing.  Within this  framework,  five traffic  flow forecasting models
were  built  using  tree-ensemble  algorithms  (i.e.,  RF,  EF,  GBDT,
XGBoost,  and  LightGBM)  and  compared  with  three  kinds
of  typical  models,  including  statistical  time  series,  shallow
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Fig. 6    Global model explanations using global feature importance methods for different traffic flow datasets. (a) MDI / arterial dataset, (b) PI /
arterial dataset, (c) SHAP / arterial dataset, (d) MDI / expressway dataset, (e) PI / expressway dataset, (f)  SHAP / expressway dataset, (g) MDI /
freeway dataset, (h) PI / freeway dataset, (i) SHAP / freeway dataset.
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learning,  and  deep  learning.  The  experimental  studies  yielded
the following findings:
● The  proposed  framework  is  both  effective  and  flexible,

capable of developing traffic flow forecasting models that offer
competitive  accuracy,  high  inference  efficiency,  and  compre-
hensive interpretability.
● The bias correction component significantly enhances the

performance of the tree-ensemble models and should be prior-
itized to improve predictive capabilities.
● A basic feature selection strategy is insufficient for enhanc-

ing  model  performance,  highlighting  the  need  for  more
advanced feature selection strategies.

(2)  The  interpretability  of  traffic  flow  forecasting  models
developed  with  tree-ensemble  algorithms  were  thoroughly
investigated.  By  employing  six  categories  of  interpretable
machine  learning  methods,  insights  into  the  models'  inter-
pretability  were  provided from both local  and global  perspec-

tives.  These insights  bridge the gap in  decision-makers  under-
standing  of  traffic  flow  forecasting  models,  thereby  establish-
ing  a  solid  foundation  for  their  reliable  deployment  and
enhancing trust in intelligent transportation systems (ITSs).

Future  research  should  focus  on  the  following  directions.
First,  the  interpretability  of  tree-ensemble  models  were  the
primary  focus  in  this  study.  In  contrast,  deep  learning  models
often  exhibit  poorer  interpretability  and  are  typically  consi-
dered  'black-box'  models.  Therefore,  incorporating  inter-
pretable  deep  learning  techniques  into  the  proposed  frame-
work  is  necessary.  Second,  combining  deep  learning-based
feature  extraction  mechanisms  with  the  proposed  framework
could  address  issues  related  to  feature  unreliability  during
manual  feature  extraction,  and  considering  more  useful
features,  such  as  traffic  regimes[29,69],  could  also  improve  the
development of traffic flow forecasting models. Third, conduct-
ing  thorough  experiments  with  a  wider  range  of  benchmark
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Fig. 7    Global model explanations using feature dependence plots for different traffic flow datasets. (a) 1D-PDP / arterial dataset, (b) 1D-PDP /
expressway dataset, (c) 1D-PDP / freeway dataset, (d) SHAP dependence plot / arterial dataset, (e) SHAP dependence plot / expressway dataset,
(f) SHAP dependence plot / freeway dataset.
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datasets, including those with extreme features such as adverse
weather,  accidents,  and  work  zones,  would  provide  a  more
comprehensive  evaluation.  Finally,  while  the  present  study
centered  on  optimizing  two  of  the  hyperparameters  for  tree-
ensemble  models,  future  research should include more exten-
sive  hyperparameter  tuning  experiments  to  thoroughly  assess
the predictive power of these models. 
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